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Introduction

• Common bridge methods assume that all users share the same user 

preferences.
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Introduction

• Past CDR methods share the common bridge function, this paper 

use personalized bridge function.
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Meta Learning
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Meta Network
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Input:
• user

-
( )

• item
-
• user’s sequential interaction

Output:
• rating , from user        and  item

-
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Method
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Characteristic Encoder
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Attention network

Transferable characteristic embedding of user

input:



Personalized Bridge
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Experiment

• Dataset
• Task1 : Movie -> Music
• Task2 : Book -> Movie
• Task3 : Book -> Music
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Experiment

• Evaluation
• Root Mean Squared Error(RMSE)
• Mean Absolute Error(MAE)

•Baselines
• TGT : Target MF model.

• CMF : Users' embedding are shared across the source and target domains.

• EMCDR : Transfer users' embedding from source to target.

• DCDCSR : Bridge-based methods. Considering the rating sparsity degrees.

• SSCDR :  Semi-supervised bridge-based method.
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Experiment

15Mean results over five random round

𝛽：the proportion of test user
of overlapping users



Experiment
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• Non-neural based model v.s. Neural based model

Non-neural Neural



Experiment
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• Warm-start v.s. Cold-start



Conclusion

• A single bridge function is hard to capture various relationships 

between user preferences in source and target. 

• In cold-start problems, using personalized bridge functions could lead 

to better results.
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